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## Computing Isogenies

## Isogeny formula on Montgomery Elliptic Curves

Cyclic isogeny $\varphi$ of odd degree with kernel $G=\langle P\rangle \subset E[\ell]$ on

$$
\begin{array}{r}
E / \mathbb{F}_{q}: y^{2}=x^{3}+A x^{2}+x \\
\text { is }^{1} \varphi:(x, y) \mapsto\left(f(x), c_{0} y f^{\prime}(x)\right) \text { with } \\
f(x)=x \prod_{g \in G} \frac{x x_{g}-1}{x-x_{g}}
\end{array}
$$

${ }^{1}$ See Renes, "Computing Isogenies Between Montgomery Curves Using the Action of (0, 0)"
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is $^{1} \varphi:(x, y) \mapsto\left(f(x), c_{0} y f^{\prime}(x)\right)$ with

$$
f(x)=x \prod_{g \in G} \frac{x x_{g}-1}{x-x_{g}}
$$

Efficiently evaluate $P_{G}(x)=\prod_{g \in G}\left(x-x_{g}\right) \Rightarrow$ Efficiently compute $\varphi$.
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Evaluating $R(x)$ is in $\mathbf{O}(\sqrt{\ell})$.
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## The algebraic group law

Biquadratic expression of the group law:

$$
\left\{\begin{array}{l}
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Grouping terms in pairs yields

$$
\begin{equation*}
\left(x-x_{P_{1} \oplus P_{2}}\right)\left(x-x_{P_{1} \ominus P_{2}}\right)=\frac{h\left(x, x_{P_{1}}, x_{P_{2}}\right)}{b\left(x_{P_{1}}, x_{P_{2}}\right)} \tag{1}
\end{equation*}
$$

## Rewriting $P_{G_{1}, G_{2}}$

When x is fixed:
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## Multi-point Evaluation

A very classical multi-point evaluation algorithm, allows us to evaluate $\prod_{i=1}^{n}\left(X-a_{i}\right)$ at $b_{1}, \ldots, b_{n}$ in $\tilde{O}(n)$.

Applying this on $H$ when $\left|G_{1}\right|=\left|G_{2}\right| \simeq \sqrt{\ell} \Rightarrow\left(H\left(x_{P_{1}}\right)\right)_{P_{1} \in G_{1}}$ is evaluated in $\tilde{O}(\sqrt{\ell})$
$\Rightarrow \prod_{P_{1} \in G_{1}} H\left(x_{P_{1}}\right)$ computed in $\tilde{O}(\sqrt{\ell})$ (same for $B$ )
$\Rightarrow P_{G_{1}}, G_{2}(x)$ is calculated in $\tilde{O}(\sqrt{\ell})$
$\Rightarrow$ Evaluation of $P_{G}$ at $x$ in $\tilde{O}(\sqrt{\ell})$.

## Experimental Results

| $\ell$ | $q$ | $E$ | Before | After |
| :---: | :---: | :---: | :---: | :---: |
| 11677 | $744 \ell-1$ | $y^{2}=x^{3}+x$ | 14.880 s | 0.160 s |
| 62501 | $48 \ell-1$ | $y^{2}=x^{3}+6 x^{2}+x$ | $x$ | 1.120 s |

Table 1: Magma implementation, comparison between my implementation of the two methods
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$$
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## Abelian variety of higher genuses?

[^6]
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